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ABSTRACT

Flooding is one of the most harmful natural disasters, as
it poses danger to both buildings and human lives. Therefore,
it is fundamental to monitor these disasters to define preven-
tion strategies and help authorities in damage control. With
the wide use of portable devices (e.g., smartphones), there
is an increase of the documentation and communication of
flood events in social media. However, the use of these data
in monitoring systems is not straightforward and depends on
the creation of effective recognition strategies. In this paper,
we propose a fusion-based recognition system for detecting
flooding events in images extracted from social media. We
propose two new graph-based early-fusion methods, which
consider multiple descriptions and modalities to generate an
effective image representation. Our results demonstrate that
the proposed methods yield better results than a traditional
early-fusion method and a specialized deep neural network
fusion solution.

Index Terms— graph-based fusion, early fusion, flood
detection, MediaEval, image representation

1. INTRODUCTION

Natural disasters caused 306 billion dollars in damage in the
United States of America in 2017,1 and it may rise with global
warming, increasing the intensity of heavy rainstorms [1]. In
this scenario, it is fundamental to create monitoring systems
that help authorities define appropriate strategies for damage
control prevention and for victims’ assistance. Among the
different natural disasters, flooding is one of the most harmful
and costly, as it destroys buildings, devastates agricultures,
and threatens human lives [2].

However, traditional hydrological monitoring systems
during floods have limited use in emergency response, due to,
among other factors, ground inaccessibility or lack of aerial
information [3]. Meanwhile, smartphones can provide an in-
crease of documentation, dissemination, and communication
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1https://www.nytimes.com/2018/01/08/climate/
2017-weather-disasters.html (As of Jan. 2018).

of flooding events in social media streams. This new source
of information may provide a much denser coverage of the
natural disaster, and also document the impact of the disaster
on human lives [4]. Also, handling multiple and complemen-
tary data modalities (e.g., text, images, videos) can help in
the interpretation of flooding events. However, the accuracy
and validity of these data may be questionable [5].

The literature considers the use of social media in the de-
tection of natural events from different perspectives. Basnyat
et al. [6] investigated a multi-modal approach using Twitter
text and images to assess flood impacts. Twitter text was clus-
tered using Latent Semantic Analysis into three clusters (help,
damage, and casualties), and images were processed using
Discrete Cosine Transformations to be classified into water,
nowater, and others. Wang et al. [7] explored computer vi-
sion to classify natural events. They combined text content,
based on a codebook containing the 1000 most frequent tags,
for which each image has a vector indicating the presence or
absence of the tag, with image content features learned using
a Convolutional Neural Network (CNN).

The MediaEval initiative in 2017 also payed attention
to this challenging detection problem. It proposed a task
related to the retrieval of multimedia content from social
media streams that are associated with flooding events (Dis-
aster Image Retrieval from Social Media) [8]. One of the
studies developed in the context of MediaEval 2017 refers
to the work of Bischke et al. [9]. They proposed to extract
visual features using CNNs and metadata features trained in a
Word2Vec, with weights defined in terms of tf-idf. They also
concatenated the above representations for multi-modality-
based experiments. Ahmad et al. [10] also proposed the use
of CNNs. They extracted eight feature vectors, that were
fed into ensembles of Support Vector Machines. For textual
metadata, they used a Random Tree classifier. In the multi-
modal approach, the classification scores were combined for
both methods using Induced Ordered fusion scheme and Par-
ticle Swarm Optimization. Avgerinakis et al [11] proposed a
CNN framework, using the GoogLeNet architecture to clas-
sify visual features only. To detect flooding using textual
data, they adapted the DBpedia Spotlight, followed by a dis-
ambiguation algorithm using Jaccard similarities. They also
performed a late fusion method to combine both modalities
with a non-linear graph-based technique. Nogueira et al. [12]
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also employed CNNs (ResNet [13] and GoogLeNet architec-
tures) to classify visual data. They used a Relation Network
(RN) to learn the co-occurrence of words in the metadata, and
also a ranked solution, in which they used a rank aggregation
technique on the best three pairs of text representation models
and distance functions. Finally, they concatenated the RN and
the CNN to devise a multimodal approach.

In this paper, we present two graph-based early-fusion
approaches that combine different features and/or modalities,
and apply them in a scenario of flooding detection in social
media streams. We provide a better joint representation of
the image considering different modality descriptions that
complete each other’s view. A graph representation is used
to encode existing relations among representations in multi-
ple feature/modality spaces. This graph is projected into a
graph codebook, generating a final joint vector representation.
These approaches can be applied for any feature extraction
framework that provides multiple representations associated
with the same or different modalities. Experiments show that
the graph-based representation is more effective than tradi-
tional baselines from the literature. Moreover, in some cases,
our approaches perform better than a recent deep neural net-
work approach where feature description pairs are learned.

2. GRAPH-BASED EARLY-FUSION METHODS

Our motivation is based on previous works [14] where we
propose a discriminant and efficient representation based on
local structures of an image combining graphs with the BoW
model. We introduced two Bag-of-Graphs (BoG)-based mod-
els that generate a meaningful vocabulary describing the main
local patterns of a set of objects. We presented formal defini-
tions, introducing concepts and rules that make these models
flexible and adaptable for classification problems.

In this perspective, we propose in this paper two graph-
based early-fusion methods which extend the BoG approach
to create a joint representation of multiple descriptions and/or
modalities. The fusion scheme aims to encode existing rela-
tionships between different features of objects.

2.1. Bag of KNN Graphs

Bag of KNN Graphs (BoKG) considers multiple features or
modalities originated from a same object. This approach first
builds a graph, where a vertex represents the object and edges
connect their multiple representations associated with differ-
ent feature spaces. In the following, this graph is enriched
by adding edges that connect each object with its k-nearest
neighbors according to each representation. The weights of
edges connecting vertices within the same feature space are
defined as the similarity score among object features. The
weights of edges among vertices of different feature space, in
turn, are based on the identification of the k nearest neighbors
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Fig. 1. Bag of KNN Graphs.

of each vertex, and on the use of a ranked-list-based similarity
function.

Figure 1 illustrates this process. Given the graphs defined
for each object, we apply the bag approach to describe the
object represented by this graph. First, a collection of ob-
jects (A) is described by different description schemes (B).
For each object, its k-nearest neighbors are determined for
each description and a graph is created connecting vertices
associated with objects and their neighbors (C). Then, we
connect the different features (i.e., points in different feature
spaces) of an object with an edge. The weight of the edge
is defined by the similarity between the ranked lists of the
objects connected by the edge (D). Next, we extract node sig-
natures from all object graphs. We use the same definition of
node signature as [14], which is composed of the feature of
the vertex, its degree, and the features of its adjacent edges.
These node signatures are used to create the codebook of the
bag approach (E). For a new object (F), the same process is re-
peated. It is characterized by the description approaches (G),
and has its graph created, considering as the nearest neigh-
bors the objects in the collection (H). Edge weights are again
computed by the similarity of ranked lists (I). Finally, we ex-
tract all the node signatures from this object graph to perform
the coding and pooling steps of the bag approach (J) and thus
generate its final vector representation (K).

2.2. Bag of Cluster Graphs

We also proposed another extension for the Bag-of-Graphs
approach, a Bag of Cluster Graphs (BoCG). In this extension,
given multiple representations, a unique graph is created. In
this graph, objects represented within the same feature space
are first clustered into n clusters. Cluster centroids represent
the vertices of the final graph. Next, for each object in the
collection, we find the clusters in the different feature spaces
to which this object representation is assigned. Later, edges
are created, connecting centroids of clusters to which the ob-
ject belongs. The edge weight is defined as the ratio of the
number of objects belonging to the two vertices of the edge,
by the total number of objects in the collection.

Figure 2 illustrates this approach. First, a collection of
objects (A) is described using two or more description meth-
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Fig. 2. Bag of Cluster Graphs.

ods (e.g., D1 and D2). Then, we create clusters of these fea-
tures (B) and use their centroids to represent the vertices of
the final graph (C). Next, for each object in the collection,
we find the clusters to which each object is assigned. Then,
we connect the clusters that are associated with the same ob-
ject (C). Later, we extract node signatures from the graph cre-
ated. These node signatures are also clustered to construct
the codebook of the Bag-of-Graphs approach (D), in which
each object is represented by the node signatures of each de-
scription. Given a new object (E), we apply the same steps
to generate the node signatures. We predict in which clusters
the new object features are, following the edges between these
cluster vertices, and extract the node signatures from this ob-
ject graph (F). Finally, coding and pooling methods (G) are
applied to generate the final feature.

3. EXPERIMENTS & RESULTS

3.1. Dataset

The dataset used in this work was a dataset developed for
the Multimedia Satellite Task at MediaEval 2017 in its first
subtask: Disaster Image Retrieval from Social Media. This
dataset is composed of 6,600 Flickr images extracted from the
YFCC100M-Dataset [15], in which the images with flooding
tags were selected and refined by human annotators. Both im-
ages and metadata were available in the challenge. The im-
ages were divided into two separated sets, development and
test, with 5,280 and 1,320 images, respectively.

To evaluate our proposals before testing it, we also split
the development set into training and validation sets, with a
ratio of 80/20 (4,224 in the training set and 1,056 in the val-
idation set). Thus, we can train our proposed methods, and
select their best configuration to test, following the evaluation
protocol adopted in the MediaEval competition.

3.2. Features & Baselines

We used the visual features provided by the organization
of the challenge. These visual features were extracted with

Feature AP@50 (%)
ACC 50.55
CEDD 58.17
CL 47.26
EH 69.03
FCTH 59.53
Gabor 24.84
JCD 60.58
SC 5.63
Tamura 15.11
2GRAMS TF (PCA) 81.47

Table 1. Average precision for the baselines.

the LIRE library2 with default parameters. The provided
visual features are: AutoColorCorrelogram (ACC) [16];
EdgeHistogram (EH)3; Color and Edge Directivity De-
scriptor (CEDD) [17]; ColorLayout (CL)3; Fuzzy Color
and Texture Histogram (FCTH) [18]; Joint Composite De-
scriptor (JCD) [19]; Gabor [20]; ScalableColor (SC)3; and
Tamura [21]. For the textual data provided, we use 2GRAMS
with Term Frequency, followed by a PCA for reducing the
dimensionality.

We also included the concatenation of the provided fea-
tures as a baseline early-fusion method to compare with the
graph-based early-fusion methods proposed in this paper.

3.3. Evaluation

The MediaEval 2017 contest proposed the use of Average
Precision@X , with several cutoffs (50, 100, 250, and 480),
for the correctness of retrieved images in the experiments.
This metric scores the proportion of relevant images among
the top-X retrieved images, also taking their order into ac-
count. Here we present our results considering the top-50
retrieved images. For the baselines and the proposed ap-
proaches, we performed experiments with a two-class SVM
classifier (with linear kernel and C = 1).

3.4. Results

3.4.1. Baselines

First, we computed the results considering all features pro-
vided, using the validation set. Table 1 shows the Average
Precision @ 50 (AP@50). EdgeHistogram obtained the
best AP for the provided image features, with a precision of
69.03%, and 2GRAMS TF (PCA), a text descriptor, obtained
an AP of 81.47%.

As baselines, we also considered the concatenation of
these features. Table 2 shows the results considering the con-
catenation of the provided features normalized between 0.0

2http://www.lire-project.net/ (As of Nov. 2017).
3https://mpeg.chiariglione.org/standards/mpeg-7/

visual (As of Nov. 2017).
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Concatenation AP@50 (%)
ACC & CEDD & CL & EH & FCTH 82.25& Gabor & JCD & SC & Tamura
EH & 2GRAMS TF (PCA) 68.27

Table 2. Results of the concatenation of all features and our
best modalities features as baseline.

Features AP@50 (%)
ACC & CEDD & CL & EH & FCTH 81.11& Gabor & JCD & SC & Tamura
EH & 2GRAMS TF (PCA) 86.90

Table 3. Bag of KNN Graphs (BoKG) results.

and 1.0, and the concatenation of the best provided image
features with the textual one. The visual features introduced
noise when concatenated with textual features, leading to
worse precision scores.

The best baseline result, considering the concatenation
of features, attained an AP@50 of 82.25%. Once the most
promising features were identified, we evaluated the proposed
approaches and compared with these baselines in the scenario
of the challenge, i.e., using the validation and test sets.

3.4.2. Evaluation of Proposed Approaches

First, we used the validation set with the aim of identifying the
best parameters for our approaches. The Bag of KNN Graphs
uses two sets of nearest neighbors (with 10 and 20 neighbors),
a Cosine similarity metric, a codebook of 500 node signatures
randomly selected, the intersection of ranked lists as similar-
ity function, hard assignment, and max pooling. For the Bag
of Cluster Graphs, which has less parameters, we selected
1000 random features for each modal cluster and 2000 ran-
dom node signatures. We also used hard assignment and max
pooling. These parameters were selected as they provided the
best results in experiments with the validation set.

Table 3 shows the results for the Bag of KNN Graphs
compared with the baselines. As we can see, our BoKG ap-
proach performed similarly as the concatenation considering
all provided features but, for the multiple modality combina-
tion, it performed better than baselines, showing that our pro-
posed approach can provide an effective joint representation
by combining different modalities (text and visual features)
of the same object.

Table 4 presents the results obtained with the Bag of Clus-
ter Graphs. This table shows that, although it did not perform
better than the BoKN, our results for the multiple modalities
joint representation also outperformed the baseline based on
early-fusion concatenation. The results of the BoCG are be-
low the one of BoKG because of its sparse final vector rep-
resentation, as this approach uses less node signatures in the
coding and pooling steps than the BoKG. The sparse features

Features AP@50 (%)
ACC & CEDD & CL & EH & FCTH 47.94& Gabor & JCD & SC & Tamura
EH & 2GRAMS TF (PCA) 73.85

Table 4. Bag of Cluster Graphs (BoCG) results.

Features AP@50 (%)
ACC & CEDD & CL & EH & FCTH 79.63& Gabor & JCD & SC & Tamura
EH & 2GRAMS TF (PCA) 75.55

Table 5. Results of the Relation Network deep approach.

provided less information for the classifier to train a separa-
tion model between considered classes.

3.4.3. Comparison with the Relation Network Approach

The Relation Network (RN) [22] is a recently proposed neural
network, which learns to infer relationships between objects
and produce decisions over them. The RN is composed of
two neural networks (denominated f and g) whose parame-
ters are learned together. The function g is used to encode
the relationship between pairs of objects, while the function
f takes the sum of all encodings as input and produces a deci-
sion over the entire collection. We used a Relation Network as
a baseline, finding the relationship between the objects repre-
sentations. Table 5 shows the Average Precision @ 50 for this
deep network. The experiments with the RN used the param-
eters suggested by the authors: 128 epochs and a learning rate
of 2.5 · 10−4, and we also used the same training set of the
proposed approaches. The provided results were not better
than BoKG (see Table 3), as our approach enriched the final
representation when considering the neighborhood of objects
in different feature spaces.

4. CONCLUSIONS

In this paper, we present two new approaches based on Bag
of Graphs to create a joint representation of multiples modal-
ities and/or descriptions: Bag of KNN Graphs and Bag of
Cluster Graphs. We validate these approaches in the flood de-
tection scenario, proposed by the MediaEval 2017 contest. In
this scenario, we show that our early-fusion approach outper-
forms the traditional concatenation fusion when dealing with
multiple modalities. Our experiments also showed that our
approach has better performance than a deep neural network
(RN). For future work, we propose to compare our methods
with other early-fusion methods, as well as other deep learn-
ing approaches that use early-fusion. We also plan to include
deep features as input features/modalities of our approaches.
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