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Abstract

Oil production data may present anomalous behavior that does not reflect the actual reservoir dynamics. Some causes
are human interventions, abrupt increase of water, severe slugging, flow instability, amongst others. The data relating to
these anomalous events needs to be identified and removed from the dataset due to their potential to change the
correlation of the series and influence forecasting and classification results. This work describes the use of two
unsupervised anomaly detection techniques (DBSCAN and GMM) and one supervised strategy based on recurrent neural
networks underpinned by machine learning to discover observations that do not behave as expected. Our experiments
were performed using two datasets: UNISIM-II-M-CO (synthetic benchmark model) and 3W (a real Brazilian field
dataset), and we evaluated them considering two metrics: recall and balanced accuracy. These strategies show
promising results, with over 93% of recall and 86% of accuracy for UNISIM-II-M-CO and over 99% of recall and 80% of
accuracy for the 3W dataset with both strategies. Such results help us conclude that the methods are accurate, precise,
and robust to identify different types of data anomalies before performing machine-learning techniques using the data.
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Detecting Anomalies in Production Data using Machine Learning Techniques

1. Introduction

During the life of a producing oil field, multiple variables are measured over time, such as
fluid production and pressure data, that create very large data-sets of valuable data that if
analyzed appropriately using advanced ML/AI techniques, can provide deep insights and
knowledge on the reservoir behavior. This type of data is called time-varying multivariate
data, a sub-category of data streams in which data instances are described by multiple
time-stamped variables recorded sequentially.

Production time-varying multivariate data contains the necessary information to analyze the
reservoir state subjected to a given production system. This data can be subject to unexpected
or uncontrollable events like any time series. Analyzing time-varying multivariate data
requires the ability to explore the variables thoroughly to identify patterns, analyze their
behavior (Steed et al., 2017), and detect anomalous values related to those events. Detecting
patterns and anomalies is particularly challenging (Martin and Quach, 2016) because this data
contains hundreds, thousands, or even millions of instances, and sometimes the analysis is
conducted with limited prior knowledge, if any.

In the production stage, anomalies may occur for different reasons, e.g., gross errors or human
interventions. We must detect and disregard these data as they affect different correlation and
human intervention-free (HIF) forecasting analysis algorithms, resulting in distorted and
misleading results, i.e., the quality of historical data directly affects the quality of prediction
algorithms for reservoir behavior. Our goal is to identify patterns that do not behave as
expected and remove them later so we can use the remaining data confidently to perform
other tasks, such as production forecasting as accurately as possible.

Many anomaly detection techniques have been proposed based on distribution, distance,
density, clustering, and classifications in the literature, whose applications vary depending on
the problem domains and even the dataset. Distribution-based approaches use statistical
distributions to model the data points; for instance, one of the approaches proposed by
Soriano-Vargas et al. 2021, suggests that deviations from the model are labeled as anomalies.
Distance-based approaches label how distant a data point is from a subset of points; however,
they cannot cope with time-series datasets given the time characteristics and the presence of
dense and sparse regions (Breunig et al., 2000). Density-based anomaly detection approaches
have been proposed to overcome the problem of dense and sparse regions employing the local
outlier factor (LOF), depending on the local density of its neighborhood (Breunig et al.,
2000). However, it fails to properly deal with data in different granularities. Clustering
algorithms can detect anomalies as data points that do not belong to, or that are near, any
cluster (Juang et al. 2001). We must, however, guarantee the temporal aspect with time-series
data. With classification approaches, we need to identify the categories to which a data point
belongs, considering two phases: first, learning a model based on subset data points, and
second, inferring a class for new data points based on the learned model. Anomaly detection
approaches based on classification can be grouped into two categories: multi-class (Barbara et
al. 2001) and one-class techniques (Roth 2004).
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In this context, we leverage three machine learning-based anomaly detection techniques: the
Gaussian Mixture Models (GMM) (Reynolds, 2009), the Density-Based Spatial Clustering of
Application with Noise (DBSCAN) (Khan et al., 2014), and the application of deep learning
approaches in the anomaly detection task, such as Long Short-Term Memory (LSTM)
networks (Hochreiter and Schmidhuber, 1997). These strategies are explored in an anomaly
detection pipeline to deal with these problems: temporal aspect, dense and sparse regions,
multiple granularities, and lack of annotated data. Our approaches consider the prior
probability of anomalies from a time window; the unsupervised strategies do not require any
labeled training data with normal and abnormal conditions and include specialist knowledge
in the exploration process.

We apply the three anomaly detection techniques to identify anomalies in two independent
datasets of production data. One of those datasets contains High-Frequency Data (HFD), i.e.,
time-series sampling at every second. Our work novelties include (1) a more efficient
pre-processing phase, in which we highlight the samples' differences to project them in
another feature space; (2) the adaptation of anomaly detection algorithms for event
identification over time. The first point also allows us to work with HFD from a real field as
input to our algorithms, dealing with the different temporal aspects through moving time
windows.

2. Production Anomalies

Anomalies or outliers are values that deviate from observations on data, which may
indicate a measurement variability, an entry/experimental error, or a human intervention. An
anomaly can also occur individually or in a group. Lack of data (presence of zeros or nulls)
and rapid and temporary changes in level (valleys and peaks) are the most common problems
found in production data (Wising et al., 2009). Missing data may be associated with a failure
to acquire or record data or due to human interventions. Valleys are observations that differ
from the values ​​of nearby measurements and are usually related to a (1) partial closure of the
well. Specifically, they start with a negative slope and end with a positive slope without
reaching a zero value in the range. When it reaches zero values, we are in a complete closure
situation. In addition, we are also interested in detecting peaks, i.e., data with a high positive
slope. These peaks are related to (2) possible failures in capacity control or the reopening of
wells after closure.

Other types of anomalies can be associated with (3) abrupt increase of Basic Sediment and
Water (BSW), (4) spurious closure of Downhole Safety Valve (DHSV), (5) severe slugging,
(6) flow instability, (7) rapid productivity loss, (8) temporary restriction in Production Choke
(PCK), (9) scaling in PCK, (10) hydrate in the production line and others (Vargas et al. 2019).
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3. Methodology

Our focus is to identify data related to anomalous events. An overview of the data processing
and exploration stages is shown in Figure 1, which is divided into three stages. First, from the
data selected from one well, or a set of wells (producers or injectors), the user must select the
variables considered in the anomaly detection.

Once we have selected the well variables, we emphasize differences using the first derivative.
With this approach, we deal with the multi-granularity problem. Then, as the anomaly
detection strategies work with just one variable, we applied a time projection by using UMAP
(McInnes et al., 2018) in each time instant. UMAP is a manifold-learning technique for
dimension reduction, constructed from a theoretical framework based on Riemannian
geometry and algebraic topology. Finally, we apply UMAP respecting the temporal
characteristics of the variables, i.e., we find a projection of a set of variables at each instant of
time.

The anomaly detection strategies are applied to the modified time series. We use these
strategies to analyze each data point considering a temporal interval. We leverage anomaly
detection strategies to analyze each data point considering a time interval of 15-time units
once the best results are found with intervals between 15- and 18-time units.

Figure 1 – Overview of the data processing and exploration stages.

Source: Authors

Our approach includes three tailored anomaly detection strategies, GMM (Reynolds, 2009),
DBSCAN (Khan et al., 2014) applied to time series, and Long Short-Term Memory (LSTM)
networks (Hochreiter and Schmidhuber, 1997). GMM and DBSCAN are unsupervised
approaches, while LSTM is supervised.
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In GMM, we fit k Gaussians and find the Gaussian distribution parameters, such as mean and
variance, for each cluster and cluster weight. Then, for each point, we calculate its probability
of belonging to each cluster and compare each probability with a decision cutoff.

DBSCAN finds high-density core samples and expands clusters from them. To include the
temporal characteristic, we also apply it in the sliding time window. Forming a dense region
requires two parameters: eps and the minimum number of points (minPts). After empirical
experiments, we obtained the best results with eps = 3 and minPts = 2.

Recurrent Neural Networks (RNNs) are a kind of artificial neural network, where each unit
(or neuron) has a specific value, known as weight, that is attributed through a process known
as training. During the training, many examples are supplied to the network to learn the best
weights in an optimization process, trying as much as possible to generalize and make the
least mistakes when exposed to unknown examples. Unlike the unidirectional neural networks
(known as feed-forward), RNNs have cycles between their units, i.e., units can have
connections to units from previous layers or from the same layer, which creates much more
complex models to solve a broader range of problems.

We choose the model called LSTM (Hochreiter and Schmidhuber, 1997), a specific recurrent
architecture that allows longer sequences as input. The main idea is to capture the regular
patterns in a previous time window from which the algorithm will predict the next day's value.
We can then calculate the prediction errors from the actual and predicted data, see Figure 2.
We hypothesize that minor errors will be obtained from typical values and, therefore, they
may be more frequent. Conversely, anomalies will generate high-value errors, which will be
less frequent.

3.1.        Datasets

For our experiments, we used the benchmark case UNISIM-II-M-CO, which is a synthetic
reservoir model based on pre-salt features created by the UNISIM group at Unicamp, Brazil
(Correia et al., 2015), and a fully-annotated anomaly dataset (3W) published by Vargas et al.
(2019).

The UNISIM-II-M-CO data comprise fluid rates and pressure for producer and injector wells,
which contains anomalies related to the (1) partial closure of the well and (2) failures in
capacity control or the reopening of wells after closure. The injection and production rates
have trends mimicking actual fields that account for partial and complete closure of wells.
The simulation model provides 6.5 years of production history, containing eight injection
wells and ten production wells. We use the daily Oil, Gas, and Water production for
production wells from the simulated data variables.

The 3W dataset contains data from offshore wells with the natural flow in a normal state,
considering more common monitored variables, such as Pressure at the ​​Permanent Downhole
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Gauge (PDG), Pressure at the Temperature and Pressure Transducer (TPT), Temperature at
the TPT, Pressure upstream of the Production Choke (PCK), and Temperature downstream of
the PCK. Vargas et al. (2019) differentiated eight types of anomalies in this dataset: (3) abrupt
increase of Basic Sediment and Water (BSW), (4) spurious closure of Downhole Safety Valve
(DHSV), (5) severe slugging, (6) flow instability, (7) rapid productivity loss, (8) temporary
restriction in Production Choke (PCK), (9) scaling in PCK, and (10) hydrate in the production
line and others.

Figure 2 – Proposed anomaly detection using RNNs.

Source: Authors
4. Results

We present two case studies for validating these strategies using the two selected sets.
For UNISIM-II-M-CO, we used Daily Production of Oil, Gas, and Water for producer wells
from the simulated data variables. For the 3W dataset, we used Pressure at the Permanent
Downhole Gauge (PDG), Pressure at the Temperature and Pressure Transducer (TPT),
Temperature at the TPT, Pressure upstream of the Production Choke (PCK), and Temperature
downstream of the PCK.
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We applied the three exploration protocols using an interval of 15-time units with DBSCAN,
GMMs, and LSTMs, whose DBSCAN and GMMs parameters are by default. For LSTMs, we
also consider a negative cutoff of -3 and a positive cutoff of 3. We divide the time series into
70% for training and 30% for testing, respecting the time-space. From the first group,
sequences of 15 continuous-time units (time window) were broken down with the prediction
objective of the following day. This information was used to train our LSTM and recognize
the reservoir’s behavior, with a learning rate of 0.001, MSE loss function, and Adam
Optimizer. The group of 30% was used for testing, breaking down into 15-day sequences in
the same way and requiring the network to give us the predicted value of each of those
sequences.

We evaluated our approach based on two criteria: recall and balanced accuracy for identified
anomalies. The results are shown in Table 1.

We also show a visual example of our three approaches in Figure 3. From the three variables
DailyProdOil, DailyProdGas, DailyProdWater for the PRK045 well from the
UNISIM-II-M-CO data, we were able to identify the anomalies (in green) with the three
approaches (DBSCAN, GMM, and LSTMs in red). We can also notice that our strategies
captured some other sudden changes, which may be related to other types of anomalies that
our specialists did not list.

For the UNISIM-II-M-CO, the best results were obtained with GMMs and, for the 3W
dataset, with LSTM. This could be due to the parameter setting. A subsequent experiment
should include studying various parameters of these methods to improve the identification of
anomalies. Nevertheless, our experiments proved promising when identifying anomalies with
DBSCAN, GMMs, and LSTM.

We emphasize that these anomaly detection strategies can be useful for production forecasting
tasks, especially recent data driven approaches based on machine learning. The idea is to
ignore the anomalous points in order to better capture the reservoir dynamics. However, this
does not mean that anomalous points will be disregarded for other tasks.

Table 1: Results of anomaly detection strategies applied to UNISIM-II-M-CO and 3W.
Dataset Recall

(DBSCAN)
Accuracy

(DBSCAN)
Recall

(GMM)
Accuracy
(GMM)

Recall
(LSTM)

Accuracy
(LSTM)

UNISIM-II-
M-CO

93% 86% 97% 94% 91% 87.4%

3W dataset 99.9% 99.2% 99.9% 80% 99.9% 99.8%
Source: Authors
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Figure 3 – Visual example of the anomaly detection strategies using three variables DailyProdOil,
DailyProdGas, DailyProdWater for the PRK045 well from the UNISIM-II-M-CO data. The time-series variables

are in blue. The ground-truth anomaly data is in green and the strategy result is in red.

Source: Authors
To show the ability of the anomaly detection strategies in forecasting tasks, we used a simple
regression model based on LSTM, using the Mean Absolute Error (MAE) as the evaluation
metric. We define a sequential model and add four blocks of a LSTM layer and a Dropout
Layer combination. The LSTM layer has 50 neurons, then a dropout layer is used for
regulating the network. The final Dense layer is the output layer which has 1 cell. We use
Adam Optimizer, 32 batch size, and 200 epochs.

For the UNISIM dataset, we apply the regression model before and after the GMM strategy to
predict the Daily Oil Rate, and for the 3W dataset, we also apply the model before and after
the LSTM strategy to predict the Pressure at the Temperature and Pressure Transducer. We
chose these strategies because they achieved the best results in anomaly detection (see Table
1). Below, in Table 2 and Figures 4 and 5, we show how much the results were improved in
terms of the MAE metric.
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Table 2: Forecasting MAE results before and after applying anomaly detection strategies to the
UNISIM-II-M-CO and 3W datasets.

Dataset Well Before After
UNISIM-II-M-CO PRK028

PRK045
PRK052
PRK060
PRK061
PRK084
PRK085

329.457
264.16
99.80

278.20
424.38
260.52

1125.41

288.66
234.48
68.74

298.63
340.40
252.01
240.68

3W dataset Simulated 04
Simulated 05
Simulated 06
Simulated 07

77062.23
46782.41
61057.92
75014.57

39104.15
22606.76
29414.03
34694.19

Source: Authors

5. Final Considerations

The annotation of anomalous events is complex and involves careful control, recording, and
monitoring of values. For this reason, our methods are significant for the domain specialists as
two of them are unsupervised and work well in different real reservoir data anomaly
situations.

We analyzed strategies for anomaly detection in time series, considering a sliding time
window (interval of time units). We applied, evaluated, and discussed our approach to a
reference dataset (UNISIM-II-M-CO) and the 3W dataset. Our main contribution in this work
is to tackle the problem of identifying anomalies by using a purely data-driven approach,
which successfully combines a pre-processing phase, in which the samples are highlighted
and projected onto another feature space with UMAP, with the adaptation of well-known
anomaly detection algorithms. We compared our results to annotations made by specialists to
confirm our findings and the results are promising, especially as our results were able to
identify possible new events that were overlooked by the specialists. We also dealt with HFD,
which is not very common practice.
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Figure 4 – Forecasting results before and after applying anomaly detection strategies to the PRK045 well from
UNISIM-II-M-CO (before MAE result: 264.1648 and after MAE result: 234.4836).

Source: Authors
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Figure 5 – Forecasting results before and after applying anomaly detection strategies to the Simulated_00006
well from 3W dataset (before MAE result: 61057.9207 and after MAE result: 29414.0317).

Source: Authors
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Furthermore, the methods can be coupled with forecasting production data end-to-end,
eliminating data inconsistencies and improving data-driven forecasts, as we showed for
LSTM regressions in our datasets. We identified different characteristics from the detected
anomalies, such as an interval of time units, initial slope, mean value, and other variables
presenting rare values. Therefore, one of our next steps will be to explore representative
characteristics to identify different clusters of anomalies.
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